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OpenEpi  discussion document


OpenEpi -- A new culture for public health data?
It has become commonplace to remark on both the explosion of data ignited by cheap computing power, and on the new culture of data sharing led by the open source software movement. “The open-source philosophy has become mainstream in bioinformatics”, write one set of commentators. (Seto et al, 2007) In genomic research, scientists routinely post raw sequencing data on open access databases within 24 hours. The Massachusetts Institute of Technology data sharing page lists repositories for shared data in the fields of astronomy, atmospheric science, biology, chemistry, computer science, earth sciences, oceanography, snow and ice, space science, and even the social sciences, but none for epidemiology or public health data. Sourceforge, the world’s largest development and download repository for open access software, hosts over 180,000 projects. Of these, 14 relate to public health, and just 4 to epidemiology.

We are behind the times. This discussion paper examines some of the reasons why epidemiologists and public health researchers are trailing the data sharing revolution. It is intended to stimulate debate about whether we should do more to share data of public health importance, and if so, how we might go about it. The paper draws on a review of recent writing about data sharing, as well as inputs from a steering committee that includes people who collect and manage data, people who analyse and use it, and people who fund research and data collection. Many members of the steering committee play several of these roles at once; they represent the scientific community on all continents.

The issues raised in the paper will be discussed at a meeting in London hosted by the Wellcome Trust at the request of the WHO’s Health Metrics Network, planned for October 6, 2008. It is hoped that those discussions will lead to the development of a code of conduct on data sharing which will guide more open access to information of potential public health importance, and a more equitable distribution of skills, effort and reward in data collection, management, analysis and use.

The rationale for sharing data

Most discussions about data sharing begin with statements about the advancement of science. Scientific discovery is a collaborative process, it is said; we build on one another’s advances. Making data widely available allows more people with more different interests to coax (sometimes unanticipated) information out of those data, so speeding the process of discovery. If I can use your data I don’t need to collect my own, so that reduces duplication and saves money, as well as protecting respondents from researcher fatigue. Rational use of funds is especially important where taxpayers are paying for data collection -- they want to know that their money is being used to generate the maximum amount of useful data for the minimum cost. Publicly-funded information (and some would argue all information related to health and well-being) is a “public good”; it’s thus perfectly logical that it should be made available to anyone who can use it to advance public welfare.

This rationale informs several existing declarations of good practice in data sharing, including the United Nations Statistical Commission’s Principles Governing International Statistical Activities, and OECD’s Principles and Guidelines for Access to Research Data from Public Funding and the World Health Organization’s Global strategy and plan of action on public health, innovation and intellectual property. 
It’s hard to disagree with the rationale, and yet data sharing is far from being the norm in the field of public health. That’s in part because the rationale rests on the assumption that all scientists put the public good ahead of private self-interest. The incentive structures in epidemiological research currently put private (and often institutional) interests at odds with the public good. It is in part, too, because of other barriers to the open sharing of data. The need to protect the rights and identities of participants in research stands in the way of open access to data. Chronic under-investment in data management and analysis skills, especially in developing countries, is another obstacle to better data use. This paper groups challenges to data sharing into four areas: incentive-related, capacity-related, ethical and technical. After describing the challenges in each area and looking at the present way of doing business, we discuss possible alternative approaches. Such discussion may not always lead to perfect solutions, but it is necessary if we want to develop a code of conduct that goes beyond the aspirational (what the editors of Nature have called the “motherhood and apple pie variety” of discussions on data sharing) and addresses the real obstacles to sharing epidemiological data.

Recent steps towards the sharing of public health data

Recent years have seen extraordinary advances in data sharing in several fields. In some areas, such as genome research, this has been prompted largely by funders who wish to discourage unnecessary duplication. In the social sciences, Britain’s Economic and Social Research Council requires that anonymised micro-data from the studies it funds be deposited in the UK Data Archive within three months of the end of a grant; the US National Science Foundation gives grantees a year to make social and economic datasets available in a public archive. In others areas, such as crystallography, major medical journals prodded scientists to share data more freely. In the software industry, a relatively new industry with fewer hallowed traditions and more limited vested interests, the community of users themselves decided that there was more to be gained by sharing code than by hoarding it.

In epidemiology, steps have been smaller. Since 2005, major medical journals have refused to consider papers describing clinical trials that are not listed in one of a handful of approved registries. This has obliged researchers to share the fact that they are actually doing research, though it doesn’t oblige them to share results, much less raw data. As of September 2008, the US Food and Drug Administration will require the major results of clinical trials to be posted on web within a year of trial’s completion, even if the results of the trial have not yet been published. This will increase access to aggregate data but not necessarily to micro-data, the raw material from which most secondary analysis is shaped. The editors of a number of medical journals, including the British Medical Journal and Public Library of Science, have said that compliance with this policy won’t stand in the way of publication of the trial results in their journal.

Several major science funding organisations, including the US National Institutes of Health, the Wellcome Trust, the UK’s Medical Research Council, the Canadian Institutes of Health Research and the Howard Hughes Medical Institute require that publications arising from research they fund be made openly available in an electronic repository within six months or a year of their publication in a journal. The faculty of Harvard University has voted to make publications available on-line when they are accepted by a journal, and the WHO “strongly encourages” open access archiving of papers arising from publicly funded research. Many journals have a policy of requiring researchers to make raw data available to other scientists when they publish results based on those data. In practice, other scientists often find those data to come by in any useable form. 

A growing number of science funding agencies (including NIH, the Wellcome Trust, the MRC) now require a data management, sharing and archiving plan to be built into every grant proposal. They commit, in varying degrees, to funding these aspects of research. NIH  “expects and supports” the sharing of data by the time the main findings of a study are accepted for publication. NSF requires fully documented quantative datasets to be in a public repository within a year of the end of a grant.

Which “public health data” are already shared?

Data with potential importance in the field of public health come in many forms and from many sources; they are by no means all from clinical trials or biomedical research studies. Data of public health significance include data from national health surveys, but also from censuses and other more routine household surveys, both cross-sectional and longitudinal. They include vital registration data  from national or sample systems and from demographic surveillance sites which follow communities over time. They include surveillance systems covering populations at high risk for ill-health, such as behavioural and serological surveillance for HIV. And they include data generated by routine health information systems, such as health service use and cost data.

Access to these data vary considerably. Some organisations make their data freely available to researchers through institutional web sites. The long-running Demographic and Health Surveys (DHS) provide web-based access to 192 household based surveys of fertility, health service used and health behaviour from 79 countries. More focused surveys of HIV and malaria-related variables are also available. UNICEF currently allows researchers to download datasets from multi-indicator cluster surveys (MICS3 surveys) of maternal and child health from 27 countries.
Other types of data are available through dedicated repositories. Micro-data from national censuses are increasingly being made available to researchers through a US-funded initiative known as the Integrated Public Use Microdata Series (IPUMS) This now provides access to anonymised records from 111 censuses in 35 countries. A number of archives provide access to micro-data from social science-related surveys and research that also have public health significance. These include the South African Data Archive, the US-based Inter-university Consortium for Political and Social Research (ICPSR), the UK Data Archive, the Council of European Social Science Data Services (CESSDA), Hong Kong’s Databank for China Studies, Brazil’s Center for Studies on Public Opinion, the Australian Social Science Data Archive and many others (web links are listed in the bibliography).

Typically these repositories provide support for data management and archiving; some also harmonise variables across similar data sets and produce supporting metadata and documentation so that researchers can more easily compare variables across countries and time. Some, such as the UKDA, provide access to data from longitudinal cohorts (such as the English Longitudinal Study of Ageing) that follow individuals and households over time. 

Some researchers share data within a more restricted network, for example between sites with similar study designs. An example would be the Malariagen consortium, which is investigating malaria in 14 sites in Africa and Asia. Researchers share DNA samples from those with malaria and community controls, and a limited clinical data set attached to the samples, across all sites. Consortia members can use the data for meta-analyses that have been approved by the consortium as well as the ethics review boards of the contributing researchers. The INDEPTH network groups 38 demographic surveillance sites in 19 countries. Sites are currently working on developing minimum standards for shared datasets, so that data can more easily be shared between sites and, eventually, with the wider scientific community. The ALPHA network links 6 community-cohort studies of HIV, that share data and do joint analyses with a demographic focus.

A number of other resources are available to provide guidance in managing and sharing health-related data from organisations that do not themselves make micro-data available. Among them is the International Household Survey Network, which brings together funders of censuses and household surveys and aims for greater coordination and standardisation across surveys and countries.

Personal and institutional incentives

In public debate, most people seem to agree that it is “in the public interest” that public health data are more widely shared. But researchers are not “the public”, they are individual human beings with career paths, specific intellectual interests and families to feed. And they very often work for institutions that are concerned as much about income, league tables and publication records as they are about scientific advances or the greater good of humanity.

To what extent do the incentive structures in the public health business currently support the greater sharing of data?

Incentives to share data

The measure most commonly used to judge merit and distribute grants and promotion among public health researchers is a researcher’s publication record, including citation. There is some evidence that publishing research results in open access journals increases the likelihood that a paper will be cited. What’s more, journals with strong data access policies have a higher impact factor, on average, than those with weak policies. However this does not, in itself, encourage the sharing of datasets.  The data sharing initiative at MIT asserts that “Making your data available to other researchers through widely-searched repositories can increase your prominence and demonstrate continued use of the data and relevance of your research.” However there appears to be little evidence that sharing of public health datasets has, in fact, led to an increase in visibility or in citation. Nor is there any indication that major academic or research funding institutions take a record of data sharing into account when making decisions about hiring, promotion or grant-giving. CVs always list publications, but they do not commonly list cleaned, documented and shared data sets.

It is interesting to note that many of the most advanced initiatives in the sharing of data of public health interest (such as DHS and IPUMS) involve data that are collected by national statistics offices and/or commercial data collection groups, rather than academic institutions or individual researchers. This is probably in part because they have more capacity to manage data appropriately, but it is also because they respond to different incentives. In many of these cases, a professional organisation is paid to collect data and to manage it; in some cases (such as in the case of DHS) making data publicly available is a core part of the contract between the funders and the commercial firm managing the data collection. The organisations involved very often exist precisely to collect data (rather than to formulate and answer specific research questions). The disincentives to share data described below are likely to be more limited in these professional data collection organisations than they are among academic researchers.

Policies recently adopted by major science funding organisations may increase the incentive to share data; as mentioned, several now require data sharing plans, though few explicitly require that micro-data be shared and none yet take a record of past data sharing into account when deciding who to fund.

Organisations that provide support for data sharing and archiving (for example who help to ensure that documentation is complete and meets any agreed standards for interoperability) act as an incentive for researchers who are happy to share data in principle, but who don’t have the skill or the resources to ensure that data are in shareable form. Data archives point out that their services save researchers time and effort, since they can manage requests for access to data. They also ensure the long-term survival of data sets in a world of rapidly changing hardware and software.

Disincentives to share data

Loss of intellectual property
As long as the rewards structure in research is based principally around publication, there will be considerable resistance to sharing data. Researchers who have spent long hours driving uncomfortable motorbikes through rainstorms, have persuaded grieving respondents to discuss the cause of  their spouse’s death and have got up in the middle of the night to refill the generator so that frozen samples are not lost will be disinclined to turn those data over so that people in air-conditioned offices can mine the data for publications that will undoubtedly contribute to the “public good” but also to promotion to a larger air-conditioned office.

As William Lowrance noted in a 2006 report to the Wellcome Trust and MRC: “Issues of “ownership” are among the most awkward and deeply felt factors of data sharing, and until they are dealt with more openly and effectively, goodwill and access will suffer.” The “ownership” issue is even more prickly when data are collected by scientists in developing countries who may not have the skill and do not have the time for elaborate secondary analysis. Some argue that it is in the interests of the community from whom the data are collected that the data get turned over to those who do have the time and the skill to analyse it, as well as the know-how to get grant funding to support that analysis. Others believe that this argument is patronising at best, neo-colonial at worst. This issue is discussed further under “human capacity”, below.

Wherever data are collected, it is clear that those responsible for its collection should be fairly rewarded. In the current publication-based system, some funders try to strike a balance between personal and public rewards by specifying a certain period of time (typically a year or 18 months) in which primary researchers have “exclusive” use of the data.

It is also clear that people who collect data and who manage them (and thus make them shareable) should be adequately rewarded for their work, including in ways that promote their careers. This will require a change in the reward structure in the research and data collection business. It will also require new systems for tracking and acknowledging the use of raw data which have been shared and used more widely. This is discussed further under “data tracking” in the section on technical challenges below.

Additional workload

Data management is extremely labour intensive and currently very much neglected. A review for the MRC found that in several datasets in well-funded research projects in Britain, only a small number of core variables had even been cleaned and coded, let alone analysed. This raises an ethical question: what right do we have to be taking up people’s time, energy and body fluids asking questions that we can’t even be bothered to look at, let alone act on? But it also reflects on the chronic under-investment in data management, even in industrial countries. In countries where computing skills are thin on the ground and the rewards for sitting coding data are slim, few good brains are clamouring for jobs in data management, and fewer still in the non-commercial sector. Getting datasets into shareable shape, including ensuring that documentation is complete (and very often that it is translated into English) represents a huge additional workload.

The reward for this additional work is not always clear. A researcher in Nigeria gets nothing out of translating her questionnaires or variable labels into English -- she can read them in Yoruba. Typically, data sets are shared so that they can be used for secondary analysis, very often for cross-site comparisons etc. These higher-level analyses may advance science, but they may not advance the welfare of the individual communities who have contributed the data, or the individual data managers whose work made the comparison possible. When the effort of making data shareable falls locally but the benefit falls elsewhere, enthusiasm for the enterprise is likely to be limited.

Occasionally, pressure to share data can be actively damaging to local interests. Internationally standardised questionnaires and variables make sharing, cross-country comparisons and the reporting of indicators that meet international and donor demands much easier. But this same standardisation can undermine the utility of information at a local level. Standard definitions of sexual partnerships provide a much-discussed example -- definitions such as “non-regular partner” may capture risk of exposure to STDs in some parts of the world but miss the multiple regular partnerships that are the major source of exposure in other regions.  Researchers should always be driven more by the needs of the local community with which they work than by the needs of an M&E officer or secondary analyst in another country.

One approach that minimises some of these disincentives to sharing is to give some of the responsibility for data management  to centralised repositories (such as IPUMS) that take care of recoding to agreed “harmonised” standards, while maintaining local specificity. However it is clear that if data sharing is to become a new norm, massive investments will be needed in developing skills for data management, and in funding the additional work it implies.

Fear that data will be misused

Some researchers are reluctant to share data because they are concerned that it will be misused by analysts who were not involved in the study design, or who haven’t done enough homework about sampling and other background issues. Misuse can muddy the reputation of a study and its researchers, and more importantly can destroy the trust of the community, discourage further participation in research,  and lead to bad health policies. It can also suck up time and energy, as researchers feel obliged to respond to misleading analyses of shared data sets.

Some feel that the peer review process is adequate to deal with data misuse. Others fear that in the information free-for-all in which we now live, real damage may be done before peer review can winkle out misuse of data. The debate may soon be superannuated. Open access journals with active commentary by interested scientists threatens to displace the more ponderous peer review process of old. In other fields, a “creative commons” approach -- in which people can use data for new analyses but are obliged  to “show their workings” by publishing their own code or analysis files -- is becoming more popular.  This protects against data misuse, because it makes mistakes and distortions much easier to spot. It also returns to the knowledge pool new data sets derived from those previously shared, avoiding duplication of work in merging data and transforming variables and demonstrating that shared data are used and thus valuable.

Clearly, the more interaction there is between a secondary analyst and the researchers involved in data collection, the less likelihood there is that data will be misinterpreted or misused. However this interaction implies investment of time and energy on both sides, and might be viewed by some as a constraint. Researchers who collect data may also view another suggested “protection” against data use as a burden: the duty (or opportunity) to review any work arising from secondary analysis of shared data prior to publication.

It has been suggested that some researchers, and even national statistical offices, are reluctant to share data for fear of criticism of data quality, or for fear that their earlier findings may be contradicted. While scientific journals tend to stick to the chorus of “replicability of results is a core part of the scientific enterprise”, challenging findings published by senior figures in the scientific establishment or questioning official statistics are not in fact a norm in many cultures. Countries that have no tradition of transparency with data are often extremely suspicious of how information will be used by researchers outside the core data collection team, especially foreigners. This is doubly true of governments, which are increasingly responsible for collecting public health data, including surveillance and vital registration data. These data collection efforts are sometimes externally financed and/or have external technical support, but an increasing number of developing countries are funding health information systems themselves. In either case, claims of national sovereignty  may well ring louder than pleas that data be shared.

Loss of income or institutional branding

In a few cases, data collection institutions (including some national statistical offices) may be resistant to data sharing because they get paid to collect data. In other words, they profit from exactly the sort of duplication in data collection that sharing is supposed to eliminate.

In addition, some institutions, in particular international organisations, base their reputation in part on being the definitive providers of particular types of information. The World Bank provides information on economic indicators, for example, while UNICEF maintains databases of child mortality. These date are often compiled from many other sources, most or all of them publicly funded. And yet they are not always made freely available to researchers for secondary analysis. In some cases institutions charge for access, requiring payment even from national organisations or researchers whose own data make up part of the full data set.
Towards a code: changing incentives

A code of conduct on data sharing might:

· Boost incentives for data sharing by putting accessibility of data on a par with publication as a measure of researcher achievement. This would require academic organisations and funding institutions to take a past record of facilitating data access into account when making hiring, promotion and funding decisions.

· Merge incentives for data sharing with those for publication. Major medical journals could require micro-data to be in a registered depository before considering papers based on the data for publication.

· (We could also suggest public access to relevant routine surveillance data as a condition for related grants to government agencies from Global Fund and other major donors?)
· Commit funders to support data management and archiving adequately, and in return require researchers and data collectors to make cleaned, documented microdata available to public repositories after an agreed period of “exclusive use” (12 months after final data collection in cross-sectional studies, after a 18 month lag in more complex longitudinal cohorts?)

· Develop and enforce measures to ensure that shared data are appropriately identified and that their use is tracked and cited

· Embrace a “creative commons” culture: researchers doing secondary analysis agree to publish their analysis files on the internet (even for “negative” findings, so reducing possible duplication of effort). If secondary analysis involves merging of data sets or transformation of variables, they agree to make documented copies of the transformed data sets available.

Human capacity and cost

Intimately linked to the issue of incentives for data sharing are the questions of human capacity and money. 
Data sharing has not historically been part of the professional culture in the fields of epidemiology and public health, so we’re not trained to do it. Ethics committees and institutional review boards are not trained to think of data accessibility as an ethical imperative. Data management is taught, if at all, as nothing more than a precursor to analysis. In study design, we are primed to think about how we will use data locally, but we rarely consider or plan for wider secondary use. Because there has been no tradition of data sharing, there is no corps of data-sharers ready to step in to meet the new demand.

The data management deficit

The problem in data management is circular. Data management is under-valued, so it’s under funded. Because it’s under funded, it’s not seen as a viable career option. So it continues to be undervalued. This problem exists across the globe, though it is more acute in developing countries, where information sciences are even less developed and where smart people avoid “dry” jobs that don’t involve procurement or travel and that provide few opportunities for income supplementation. There is no question that if we want data sharing to become a norm, there must be more investment in developing skills and long term career paths in data management, as well as in the infrastructure needed for secure storage and archiving. A pioneer in this field is the US university MIT, which provides comprehensive support to all its faculty and students in data documentation, curation, archiving and access. 

We need to invest more in data management regardless of plans to share data. When routine surveillance data are kept (as collected) in separate files for each sub-population for each city for each year, it can take several hours to generate a graph comparing trends over time in different sites. Once data files have been recoded and combined, the same graph can be generated in under 30 seconds. Inevitably, the second data set will be used much more frequently to meet the needs of local policymakers, journalists and researchers. Practical support for data management is an attractive carrot to dangle in front of researchers to entice them towards sharing data, since it will make their own analysis work very much easier. 

The data analyst divide
The problem with data analysis is less homogenous. Go back for a minute to the rationale for sharing data. We’re aiming for the maximum public health bang for the minimum research buck. We want the data to be shared because we believe that the more brains are applied to the data, the more likely they are to come up with findings that will change policy and lives. The real motivation for data sharing, then, is not to increase the availability of data per se, but to increase their use.

One of the major constraints on the use of data is a lack of analytic capacity. This is especially true in developing countries. One response to this is to argue that the data should be given to people in other countries who do have the capacity to analyse them but as we’ve seen, there are fierce disincentives to do this for developing country researchers who have invested most in the collection of the data. But a parallel response is also possible. We could commit to increasing data use by increasing the analytic capacity of the groups who know the data best -- those who collect it.

Step one is to modify the incentives so that those individual researchers who already have solid analytic skills spend more time on analysis. In developing countries these are very often senior staff who also manage projects, seek grants, supervise field work, travel to conferences, brief visiting donors and play golf with health ministers. If the incentives are great enough, they will dedicate more time to data analysis. But this does not solve the long-term capacity problem. In fact, increasing the incentives for them to spend time on analysis undermines the incentive to spend time teaching a new generation of analysts; teaching is more pitifully funded even than analysis.

Some sites require collaboration between researchers who generate data and those who would like to use those data for secondary analysis. Researchers who have not been involved in the running of complex epidemiological studies but who would like to use data from those sites are obliged to visit the sites, learn about the study design, sample frame, data management etc and share their analysis plan and methods with local researchers. While this requires an investment on both sides, it also benefits both. Field researchers get to teach secondary users about the nuts and bolts of the data, pointing to locally interesting problems and helping to avoid misinterpretations and errors. But they also learn new analysis skills, and become more aware of interests that may extend beyond the local site. As well as sharing analysis skills, secondary users with experience in other sites may contribute insights and suggest improvements in data collection and management.

Adopting “open source” principles in publishing epidemiological analysis (by encouraging researchers to post not just the results and the data on which they are based but also their analysis code) is a potentially extremely powerful tool for increasing the skills base among young researchers in developing countries. Existing, well written code provides a model on which to build, allowing local researchers to extend the analysis and explore questions of local relevance as they arise.

Funding data management and sharing

There are substantial support obligations implicit in making data more available (especially in complex longitudinal studies). Within individual research projects, the cost of data management, including the production of high quality meta-data, must be met. It seems fair to assume that funders of data collection and research will commit to funding costs directly associated with sharing a particular piece of research or surveillance -- costs that result from the data sharing plan now required in many funding proposals. But there are other investments needed to make these data sharing plans work --  long-term investment in data management skills and infrastructure for archiving and retrieval of data. The cost of ensuring access to data long after the life of a particular study, and of providing support to users of shared data. Investment in development of metadata standards, harmonisation of data across sites, policing access policies and confidentiality requirements.  Who should pick up the tab for these activities, envisaged in the WHO’s Global Strategy and Plan of Action on Public Health, Innovation and Intellectual Property?  Should institutions that make a living in large part from secondary analysis and through cross-country comparisons of health data contribute? How about the international organisations that frequently request standardised indicators of health and development from developing countries?

Towards a code -- human capacity and costs

A code of conduct on data sharing might:

· Encourage academic institutions to instil a culture of data sharing by providing training in the ethics of data sharing and data management and by supporting or requiring faculty and students to submit data to approved repositories.

· Recognise the chronic shortage of skills and career opportunities in data management. Funding agencies could earmark a proportion of their research funding to address this problem over the long term, (though structural changes will be needed in developing country health research institutions to provide career paths).

· Commit to reducing the gap in analytic capacity between research communities in industrial and developing countries. This may require externally-funded local researchers to dedicate time to teaching, with due rewards.

· Encourage or require secondary users of complex community-based data sets to engage with site-based researchers, both to learn about the data sets and to provide training in analysis.

· Commit to finding funding to cover the costs associated with any data sharing required by funders. This includes covering the costs of developing capacity and providing infrastructure and services that extend beyond the costs of sharing data from a single project.

Ethical Issues

The ethical imperative to share data

Quite apart from the “public good” rationale discussed above, many would argue that there is an ethical imperative to make information that could increase health and well-being widely available as soon as is feasible. Interestingly, this has not until very recently been a significant concern for the institutional review boards (IRBs) that are the guardians of ethics in research. Even the most recent (2008) guidelines on ethics in epidemiological research from the Council for International Organizations of Medical Sciences focus greatly more on protecting the rights and interests of individuals who participate in research than on promoting the “public good”, including, in the case of publicly funded research, the taxpayer’s good.

There is some movement in this area, however. In 2001, the European Society of Human Genetics stated “The full benefits for which the subjects gave their samples will be realized through maximizing collaborative high quality research. Therefore, there is an ethical imperative to promote access and exchange information’’. The UK’s MRC explicitly talks of “informing” IRBs of principles of data sharing, to make them “fully aware… of the implications of terms of consent in studies for operating a fruitful data sharing policy”.

There is much talk of the benefits that data sharing can bring to participants in research and the communities they represent. However there are very few concrete examples in which secondary analysis of shared public health data has actually changed policy and saved lives or money. More examples would allow us to build a stronger case that it is unethical not to share public health data more widely.

Ethical issues as an obstacle to data sharing

Ethical considerations throw up two major hurdles to better sharing of public health data sets. The first relates to confidentiality, the second to consent.
Confidentiality

Health researchers (and IRBs) hold confidentiality of participants in research to be sacred. Any suggestion that a participant might be identified by someone outside the research team is of paramount concern.

Anonymisation techniques are commonly used before putting personal data in the public domain, or even before sharing those data with other researchers. A review of IPUMS, which has made personal records for 236 million people available over the internet so far, found no breaches of confidentiality, and foresaw no possibility of such a breach. However it is worth noting that as more data become publicly available, as the possibility for linking different data sets grows, and as computing power increases, so the possibility that an individual will somehow become identifiable also grows.

Anonymisation is easier in cross-sectional surveys than it is in longitudinal data sets, and it is easier in nationally representative samples than it is in surveys concentrated in a specific geographic areas such as a demographic surveillance site. None of these problems are insurmountable -- the British Household Panel Survey makes data from longitudinal surveys available for secondary analysis, for example. However the techniques that overcome these problems (dropping of geographical variables, suppression of unusual values etc) may “white out” some of the data that are of greatest interest in secondary analysis. 

Researchers are often concerned as much about the perception of breach of confidentiality as they are about the fact. Participation in research depends fundamentally on the trust the participants have in the research team, particularly in longitudinal studies. Why jeopardise that trust by making data available to other people?

Consent

Equal to confidentiality in the hierarchy of research values is the principle of informed consent. Again, this is a major concern not just for individual researchers but also for IRBs. Since the Nuremberg trials in 1947, people asked to participate in research have given been told about the study procedures and the risks and benefits associated with those procedures, and asked to agree. In general, they agree to rather specific procedures, designed to answer specific questions. Researchers are expected not to use samples taken or data generated to answer questions that participants did not specifically agree to.

Obviously this is an obstacle to secondary analysis, which very often looks at questions not envisaged in the original research. Genetic sequencing has trained a spotlight on this limitation -- both technology and knowledge have progressed so fast that new research possibilities often arise within months of someone agreeing to give a sample for more limited purposes. It has also raised the question: whose benefit? With genotyping, as with public health data, the expected benefits of research don’t get paid out to the individuals whose body tissues and information are used. Instead, they stack up for some more amorphous “community”.

Researchers have sought to deal with these new challenges by seeking general “and anything else that might arise” clauses to informed consent forms. They often undertake to anonymise data (which is now near-impossible where genotyping is involved), and they also promise participants that they can withdraw at any time. The better they do at anonymising the data, the more impractical that becomes.

Several recent commentators have suggested that the traditional forms of informed consent, which focus on specific procedures and the risks and benefits to the specific individual participating in research, have not kept pace with the realities of the information age. Some argue that consent should now be sought much more broadly, others that it should be viewed as an ongoing process rather than a one-time contract. The UK’s MRC explicitly puts some of the onus for broader use of data on the people who agree to take part in research participants: “Researchers, research participants and research regulators must ensure that, within the regulatory requirements of the law, opportunities for new uses are maximised.” (MRC 2008).
Towards a code: ethical issues

A code of conduct on data sharing could:

· Assert that there is an ethical imperative to maximise the use of (publicly funded?) data, and work with Institutional Review Boards to ensure that this ethical imperative is considered and planned for at the time of study design.

· Uphold the principle of confidentiality of individual data while promoting the importance of analysis that supports community health. Support development of anonymisation techniques for community-based and longitudinal data.
· Support a move towards broader consent procedures, which explicitly allow for the secondary analysis of data (but not necessarily biological samples?) gathered for the purposes of monitoring population health, welfare and service use.
Technical Issues

An OECD working group recently concluded that “the main barriers to effective data access and sharing are no longer technical”. As we’ve seen, the cultural, financial and ethical barriers are certainly substantial, and technical barriers are growing wobblier by the day. However it would be foolish to underestimate the scale of the technical obstacles that still stand in the way of sharing data more widely.
Comparability of data sets -- the metadata question

One of the principle reasons to share individual data sets is to allow for secondary analysis that may investigate questions not envisaged in the original data sets. Secondary analysis often seeks to combine data from different sources, or to compare data across locations, populations and/or time. 

This means that data must be clearly and unambiguously labelled. The dataset itself must be described (by time of data collection, author, study population, sampling methodology etc), and individual variables must be clearly identified. This labelling, known as metadata, is often the weakest part of a data set, yet it is the most important for efficient sharing. Ideally, there would be a common standard for public-health related metadata that would allow data sets from different times, places and populations to be easily combined or compared. That standard does not yet exist, although it seems that we may be inching quite close to it with the Data Documentation Initiative or DDI standard, version 3.0. DDI was designed largely to describe social-science related microdata, but it does cover a very high proportion of the subject matter of public health interest. Note that many international statistical agencies discuss SDMX rather than or alongside DDI standards. The two are not incompatible, but SDMX standards are designed more for aggregate data (e.g. per capita GDP, nationwide) while DDI is more appropriate for micro-data (e.g. respondent’s earnings in the last year).  

DDI documents data in five sections. 

1) A bibliographic header field for all files in a data set 

2) A description of the study, including universe, dates, sampling procedures etc. 

3) A description of each data file -- size, # of respondents, # of variable etc.

4) A codebook -- variable descriptions, labels, imputation of missing values etc

5) Study materials including questionnaires, interviewer manuals etc. 

Some large data archives such as CESSDA have worked with DDI to develop a list of mandatory metadata fields that must be included before a data set can be archived, as well as strongly recommended fields. DDI does not currently cover some of the more specific health-related variables collected in some public health research, but there seems no obvious reason that standards could not be extended to meet the needs of public health research. A DDI metadata documentation tool is currently being developed by IHSN; it uses proprietary software rather than open source, so can neither be used freely nor easily extended to meet public health needs. There is currently no “maintenance agency” responsible for overseeing metadata standards specific to data of public health interest. (correct?)
One of the very great advantages of using standards-based metadata such as DDI in shared data sets is that the standards will be machine readable. That means that automated searches are far more likely to lead people to your data set, greatly increasing the likelihood that other researchers will find and use it. 

It has been pointed out that data documentation only presents a huge additional burden of work “post hoc”. If metadata are considered and entered at the time of data collection, then shareable data sets can be created with little additional work. Dealing with “legacy” data sets, however, presents enormous challenges. This is especially true where the aim is to be able to compare data across time and/or location, where documentation was incomplete or has been lost, or where variables are not consistent. It is possible to overcome some of these difficulties by aiming for “harmonisation” of variables rather than standardisation -- in other words by standardising at the lowest common denominator without losing additional data where it does exist. This work is a giant pain, and careful thought should be given to whether the likely reward is worth the investment in time and resources, particularly on the part of teams actively engaged in running ongoing cohort studies. It may be necessary to prioritise the cleaning and harmonised coding of a limited number of key variables in legacy data sets that are most necessary for trend analysis.

Access arrangements

An area of both technical and ethical interest is the question of how users access data sets. Restricting use to “legitimate” researchers is one way of guarding against data being used in ways that violate ethical standards or might compromise confidentiality. However restricting access also carries management and some technical costs. 

Approved use is the most common access arrangement for the small proportion of data of public-health interest now available for sharing. Most repositories, including DHS and IPUMS require users to give personal details and to provide an outline of the way they expect to use the data. Some, including the Wellcome Trust funded Case-Control Consortium, ask for an undertaking that data will only be used for the purposes given in the  original IRB approval. As was noted earlier, these “original purpose” restrictions are considered by some to be out of step in a rapidly changing research world.

Many repositories ask that researchers deposit with them any publications based on the use of the data; they then make these publicly available. None (that I know of) currently requires users to post code or analysis files, although a few ask that transformed variables and associated metadata be redeposited with the site.

Most repositories have policies on crediting of data and some require more stringent “proof of competence” from potential secondary users, including proof of publication in a peer-reviewed paper. This restricts the use of these data for teaching purposes or in student research projects. Britain’s MRC appears to put the onus for vetting secondary users of data for scientific standards firmly on the primary producers. It is not clear that this model would be suitable in all circumstances; in some cases the people producing the data have little incentive to perform this extra work, even if they have the time and the qualifications.

A frequently cited objection to “gatekeeper” registration models is that it reduces opportunities for mechanical data mining, and even eliminates machine-readability. The latter need not be the case. Datasets are discovered through searches for metadata, not data points. It’s perfectly possible to make metadata open access (for example by having a digital identifier link to metadata, see below) while restricting access to the data themselves.

A well-established practice in national statistics offices and other data repositories is to have different levels of access for data of varying sensitivity. Fully anonymised data may be made downloadable with minimal or no restrictions, while data that may contain identifiers or variables of extreme sensitivity may only be used on site, in an environment where data can not be downloaded or printed. It is now possible to recreate an “on-site” restricted access environment remotely by using Citrix or similar virtual office technology.

For less complex datasets, it has been suggested that cleaned, fully documented datasets, or subsets of relevant data, be appended to papers in electronic journals that carry a study’s major results. These would be available for download and further analysis. This model guarantees citation, since any further publication would be bound to cite the paper to which the data were attached. It relies, however, on the persistence of the electronic journal. An example given by an early proponent of this model now yields a 404 error (i.e. the data can no longer be found at the specified location). This limitation can probably be overcome by using persistent handles (see below). It could be adopted on “creative commons” principles, where secondary analysts posted their analysis files as well as their results. 

Data tracking 

A culture of  data sharing in epidemiology is unlikely to succeed unless we find a way to ensure that people are duly rewarded and credited for data collection efforts. There are many suggestions for the crediting of data sets; they cover two aspects. The first is a purely technical issue of identifying (or fingerprinting) a data set. The other is partly cultural -- the development of a citation index for data sets similar to that now used for scientific publications.

Some suggest, as a first step, a registration system for epidemiological and public health research and data collection, similar to the clinical trials registration system that became universal following a 2004 initiative of the International Committee of Medical Journal Editors. This would provide a unique registration number that could be followed through different publications. Existing clinical trials registries could perhaps be extended to include non-clinical public health research. This has some merit in its own right, not least because it allows funders to look for overlap or potential synergies when reviewing research proposals, but it seems very unlikely that all forms of data of public health interest would be included in these registries -- census, surveillance and routine health information data, for instance, are unlikely to be registered even though some of these data are already shared.

Another suggestion is to ensure that each data set has an electronic “handle” such as a Digital Object Identifier. A DOI number can be assigned one time to a particular data set, and sticks with that data set even if the location of the stored data changes or multiplies (the system is similar to the ISBN identification system for books).  An advantage of this system is that DOIs (already widely used for scientific journal articles) can be set to “resolve” (or point) to different things for different users. So a random machine search on a DOI might yield the metadata for a data set, where for an approved user with a known IP, it might lead to the data set itself.

A DOI or other identifier can be encrypted and embedded in a data set, so that tracking could continue even when data from several sources are compiled into a single data set. This obviously makes it far easier to take the next step and develop algorithms for citation and credit.

At a more detailed level, the DOI could be supplemented by a fingerprint generated from the dataset itself, so that each new version of the dataset would have a different identifier. This would greatly ease the sometimes torturous process of keep track of different versions of a dataset, particularly in complex longitudinal surveys -- a benefit to the primary researchers. It also ensures that efforts to reproduce results are based on the same version of the data.

Towards a code: technical issues

A code of conduct on data sharing could: 

· Commit to DDI standards for metadata describing microdata of public health importance. This would commit data collectors to using these metadata in future rounds of data collection, it would commit repositories that do not currently use this standard to adopt it and to translate existing standards where possible. It would also commit funders to supporting the extension of DDI standards to cover the most common forms of data of public health importance, through an agreed maintenance agency.

· Support DDI tools developed on open source principles.

· Commit, as far as possible, to making shared datasets machine discoverable. Metadata should be in the public domain, even where microdata are protected by access requirements

· Encourage the reduction of barriers to access unless there is a real threat of specific harm to individuals through more open access policies.

· Encourage registration of public health-related research and data collection in databases similar to those used for clinical trials (or in the same data bases)

· Develop and adopt (DOI-based?) standards for identification of data sets stored electronically, and ensure these are trackable. Funders and medical journals would commit to support this process, and researchers agree to adopt the standards.

· Develop norms of citation for shared data, based on the trackable identifiers, and standards for a citation index based on secondary use of shared data. Secondary analysts would commit to citing data appropriately 
Conclusion

This discussion paper has raised some of the issues that will need to be discussed and resolved if a workable code of conduct on data use is to be developed and adopted. Some options have been suggested, but specific solutions are by no means being imposed or even promoted. Different groups have different interests to protect and promote, and therefore different points of view. There may be other issues that need to be raised, and many workable solutions which have not been suggested here. The Wellcome Trust, the Health Metrics Network and members of the steering committee would be especially interested to hear how partners in the discussion have addressed these issues in different circumstances, and to know what has worked, what has failed and why.

It is hoped that this paper will act as a starting point for a wide and active discussion.
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Websites

Sites providing access to micro-data

IPUMS https://international.ipums.org/international/
Measure DHS http://www.measuredhs.com/start.cfm
MICS http://www.childinfo.org/mics3_surveys.html 
CESSDA - http://www.nsd.uib.no/cessda/home.html  -- has links to all European members data repositories.
Australian Social Science Data Archive http://assda.anu.edu.au/ 
South African Data Archive http://www.nrf.ac.za/sada/index.asp -- has links to a large number of social science data repositories around the world.

ICPSR - http://www.icpsr.umich.edu/ , 

UK Data Archive http://www.data-archive.ac.uk/ 

Technical information, tools and standards

DDI http://www.ddialliance.org/ 
SDMX http://www.sdmx.org/ 
DOI http://www.doi.org/ 

Open Data Foundation http://www.opendatafoundation.org/ 

Science Commons: http://sciencecommons.org 

International Household Survey Network: http://www.surveynetwork.org
 MIT: http://libraries.mit.edu/guides/subjects/data-management/index.html 

Data sharing policies

Wellcome Trust http://www.wellcome.ac.uk/About-us/Policy/Policy-and-position-statements/WTX035043.htm 
MRC http://www.mrc.ac.uk/PolicyGuidance/EthicsAndGovernance/DataSharing/PolicyonDataSharingandPreservation/index.htm 
NIH http://publicaccess.nih.gov/ , http://grants.nih.gov/grants/policy/data_sharing/index.htm 
NSF http://www.nsf.gov/sbe/ses/common/archive.jsp 

USCDC http://www.cdc.gov/od/foia/policies/sharing.htm 
ESRC http://www.esrcsocietytoday.ac.uk/ESRCInfoCentre/Images/ESRC_Research_Funding_Guide_June_2008_tcm6-9734.pdf, Annexe C
Science commons: http://sciencecommons.org/projects/publishing/open-access-data-protocol/ 

A useful listing of links to data sharing policies at journals and key institutions can be found at http://gking.harvard.edu/replication.shtml 
Bibliography

Altman, M. and G. King (2006). A Proposed Standard for the Scholarly Citation of Quantitative Data. D-Lib Magazine. 13.

Arzberger, P., P. Schroeder, A. Beaulieu, et al. (2004). "Promoting Access to Public Research Data for Scientific, Economic, and Social Development." Data Science Journal 3(0): 135-152.

Ball, C. A., G. Sherlock and A. Brazma (2004). "Funding high-throughput data sharing." Nat Biotechnol 22(9): 1179-83.

Boyko, E. and O. Dupriez (2008). Dissemination of Microdata Files, Policy guidelines and recommendations (Draft), International Household Survey Network.

Boyle, P., Andrew Cullis, Z. Feng, et al. Adding Geographical Variables and Identifiers to Longitudinal Datasets, Longitudinal Studies Centre – Scotland (LSCS), University of St Andrews.

Cambon-Thomsen, A. (2003). "Assessing the impact of biobanks." Nat Genet 34(1): 25-6.

Cambon-Thomsen, A. (2007). Acess and data-sharing: ethics and policy in biobanking. Joint meeting EGE - National Ethikrat, Berlin.

Cambon-Thomsen, A., E. Rial-Sebbag and B. M. Knoppers (2007). "Trends in ethical and legal frameworks for the use of human biobanks." Eur Respir J 30(2): 373-82.

Chandramohan, D., K. Shibuya, P. Setel, et al. (2008). "Should data from demographic surveillance systems be made more widely available to researchers?" PLoS Med 5(2): e57.

Chokshi, D. A., M. Parker and D. P. Kwiatkowski (2006). "Data sharing and intellectual property in a genomic epidemiology network: policies for large-scale research collaboration." Bull World Health Organ 84(5): 382-7.

Corti, L. and M. Wright (2002). MRC Population Data Archiving and Access. London, UK Data Archive.

Council for International Organizations of Medical Sciences (2008). International Ethical Guidelines for Epidemiological Studies. Geneva, CIOMS.

European Society of Human Genetics (2001). Data Storage and DNA Banking for Biomedical Research: Technical, Ethical andSocial Issues, 2001. Brussels.

Eysenbach, G. and E. R. Sa (2001). "Code of conduct is needed for publishing raw data." Bmj 323(7305): 166.

Gregory, A. and P. Heus (2008). The Data Documentation Initiative (DDI). Presentation to the DDI/SDMX workshop. Wiesbaden, Germany, June 18th 2008, The Open Data Foundation.

Group on Earth Observations (2007). White paper and implementing guidelines for the GEOSS data sharing principles. Paris: CODATA; GEO.

Hutchon, D. J. (2001). "Publishing raw data and real time statistical analysis on e-journals." Bmj 322(7285): 530.

International Data Forum (2008). A proposal to establish a new structure to promote knowledge about, access to and the development of data for social scientific research. Warwick, International Data Forum, Founding Committee.

Kauffmann, F. and A. Cambon-Thomsen (2008). "Tracing biological collections: between books and clinical trials." Jama 299(19): 2316-8.

Lane, J., P. Heus and T. Mulcahy (2008). Data Access in a Cyber World: Making Use of Cyberinfrastructure, National Science Foundation

Open Data Foundation

NORC.

Lowrance, W. (2006). Access to collections of data and materials for health research. London, Medical Research Council

Wellcome Trust.

Marshall, E. (2001). "Bermuda rules: community spirit, with teeth." Science 291(5507): 1192.

Mascalzoni, D., A. Hicks, P. Pramstaller, et al. (2008). "Informed Consent in the Genomics Era." PLoS Medicine 5(9): e192.

Medical Research Council MRC Policy on Data Sharing and Preservation. London, Medical Research Council.

National Institutes of Health. (2007a, 13/11/2007). "Guidance for Developing Data-sharing plans for GWAS."   Retrieved 1 September, 2008, from http://grants.nih.gov/grants/gwas/gwas_data_sharing_plan.pdf.

National Institutes of Health. (2007b). "Implementation Guidance and Instructions for Applicants: Policy for Sharing of Data Obtained in NIH-Supported or Conducted Genome-Wide Association Studies (GWAS)." 1 September 2008, from http://grants.nih.gov/grants/guide/notice-files/NOT-OD-08-013.html.

National Institutes of Health. (2008). "Modifications to Genome-Wide Association Studies (GWAS) Data Access."   Retrieved 1 September, 2008, from http://grants.nih.gov/grants/gwas/data_sharing_policy_modifications_20080828.pdf.

Nature (2002). "How to encourage the right behaviour." Nature 416(6876): 1.

Nature (2005). "Let data speak to data." Nature 438(7068): 531.

Onsrud, H. and J. Campbell (2007). "Big Opportunities in Access to "Small Science" Data." Data Science Journal 6(Open Data Issue).

Paskin, N. (2008). Digital Object Identifier (DOI) System. Encyclopedia of Library and Information Sciences, Taylor & Francis.

Pisani, E. (2006). First Things First: Guidelines on management and coding of behavioural surveillance data. Bangkok, Family Health International.

Piwowar, H. and W. Chapman. (2008). "A review of journal policies for sharing research data." from http://precedings.nature.com/documents/1700/version/1.

Piwowar, H. A., M. Becich, H. Bilofsky, et al. (2008). "Towards a data sharing culture: recommendations for leadership from academic health centers." PLoS Med 5 (9).

Piwowar, H. A., R. S. Day and D. B. Fridsma (2007). "Sharing detailed research data is associated with increased citation rate." PLoS ONE 2(3): e308.

PLoS Medicine Editors (2008). "Next stop, don't block the doors: opening up access to clinical trials results." PLoS Med 5(7): e160.

Preston-Whyte, E. and U. Bodasingh (2003). HIV/AIDS research in South Africa: A new tyranny? Between macroethics and microrealities, Manchester.

Reidpath, D. D. (2008).

Reidpath, D. D. and P. A. Allotey (2001). "Data sharing in medical research: an empirical investigation." Bioethics 15(2): 125-34.

Seto, B. and J. Luo (2007). "Biomedical Data Sharing, Security and Standards." Data Science Journal 6(Open Data Issue).

Statistical Data and Metadata Exchange (2008). SDMX Content-oriented Guidelines (Drfat), SMDX.

Trewin, D. (2007). IPUMS-International: A best practice review.

United Nations Economic Commission for Europe (2007). Managing Statistical Confidentiality & Microdata Access; Principles and guidelines of good practice. Geneva, Conference of European Statisticians.

United Nations Statistical Commission Principles governing international statistical activities. New York, United Nations Statistical Commission.

United Nations Statistical Commission and Economic Commission For Europe (2000). Guidelines For Statistical Metadata On The Internet, Conference Of European Statisticians, Statistical Standards And Studies – No. 52. Geneva, United Nations.

World Health Organization (2008). Global strategy and plan of action on public health, innovation and intellectual property. Geneva, World Health Assembly.

Zaba, B., R. W. Snow and F. Binka (2008). "There are major technical obstacles to DSS data sharing." PLoS Med 5(2): e57.



� Nature has published several editorials and articles on the importance of open access to information and data in recent months. To access them on line, you need a subscription to the journal.
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